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Machine	learning	is	
growing	exponentially!

ML	model	complexity
Training	data	size



Two	Disjoint	Solutions
Distributed	computing Accelerators



Scale-Out	Acceleration	for	ML	



How	to	distribute? How	to	customize? How	to	coordinate?

Research	Challenges

We	need	a	full	stack!



CoSMIC
Computing	Stack	for	ML	Acceleration	In	the	Cloud

Programming	layer

Compilation	layer

System	layer

Architecture	layer

Circuit	layer

High-level	mathematical	language

Accelerator	operation	scheduling	and	data	mapping

System	software	orchestrating	distributed	accelerators

Multi-threaded	template	architecture

Constructing	RTL	Verilog



Come	and	learn	about	CoSMIC
phenomenon	for	ML!

Session	4-A
At	2:30PM

Ballroom	ABC


